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Abstract— The application of Matlab to the vision-based nav-
igation of unmanned aerials vehicles (UAVs) is investigated in
this paper. Speaking of hardware implementation, researchers
conventionally turn to the C code. However, it is usually not easy
as dealing with sophisticated algorithms. Alternatively, we think
Matlab an ideal candidate to navigate and control UAVs, not
only because of its powerful functions on matrix operation and
image processing, but also due to its capability of collaboration
with hardware. In this research, the UAV is navigated with
vision-based equipments, and Matlab is selected as the platform
of development, from analysis to the whole hardware hierarchy.
Two types of navigation problems are introduced as potential
applications, and corresponding navigation laws are proposed
taking Matlab into account. Experiments are also designed to
examine the results, and processing time and successful rate
are introduced as indices of performance. It is shown that
Matlab and the proposed navigation laws are ideal platform
and algorithms, respectively, to navigate UAVs.
Keywords: Navigation, Vision-based navigation, Unmanned
aerial vehicles (UAVs), Hardware implementation, Matlab.

I. INTRODUCTION

This paper studies navigation of unmanned aerial vehicles

(UAVs) using vision-based technology with Matlab as the

programming language. UAVs are recently of great interests

among scientists due to their low cost in manufacture and

wide range of applications. Besides UAVs, investigation of

machine vision are also hot topics in recent years. In order

to achieve autopilot of UAV, several navigation and guidance

algorithms are proposed. Among them navigating using

vision based technology is one interesting and challenging

topic [1], [2], [3], [4], [6], [13].

On the other hand, researchers usually do simulations of

algorithms in Matlab while doing hardware implementation

using different languages, such as C. This action makes

the process of establishing the whole system inconsistent

and uneasy, since one needs to program one algorithm

in two languages, one for simulation and the other for

implementation.

In this research we plan to navigate the UAV using vision-

based technology and construct the whole system using

Matlab. Two types of navigation problems are discussed in

this paper – specific terrain feature tracking, and real-time

target determination and tracking.
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Robotic Embedded Systems Laboratory of University of

South California has proposed and implement a vision-based

landing algorithm, which enables an unmanned helicopter to

recognize a halipad and align with it [12]. Kim proposed

algorithms with which a UAV navigate itself using roads

and structures [9]. Cheng navigates an unmanned halicopter

along specific terrain features, such as rivers and roads [5].

Other than that, automatic real-time target detection and

tracking are investigated by some researchers, such as [7],

[10], [11]. However, most researches investigate this topic

using infrared camera, while in this research the regular

optical CCD cameras are used.

In detail, we intend to navigate a UAV using vision

methodology provided two applications – track a specific

terrain or track a real-time determined object. First, this

article gives a detailed definition of our mission. Basic image

processing algorithms are then briefly reviewed, followed by

our proposed navigation algorithms, mostly in matrix opera-

tion since the whole system is to be built on Matlab. Different

from other researches who often use C for implementation,

we also use Matlab for numerical simulations and the con-

struction of the whole hardware system, including ground

station, communication with onboard computer and so on.

Hardware-in-loop experiments are done to demonstrate the

fine results of our algorithms and system.

II. MISSION DEFINITION
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Fig. 1. Flow chart of UAV navigation using Matlab, from theory analysis
and numerical simulations to hardware implementation.

In this research vision-based navigation of UAVs us-

ing Matlab is investigated, including specific-feature terrain

tracking and real-time-selected object tracking. In the first

mission, the UAV is going to fly along a specific terrain

feature, such as coastlines, rivers or roads. In the second

mission, the UAV is to track a moving object, which is
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selected in real time. Several specific algorithms are selected

in this research in order to make use of powerful matrix

manipulation capability in Mablab.

Developed by the Mathwork corporation, Matlab has been

a convenient tool for dynamics analysis and control law de-

sign. On the other hand, however, hardware implementation

is completely a different world. For a long term researchers

usually program the hardware using C code, taking advantage

of its strong capability of manipulating hardware, I/O ports

and memories.

C language and its group indeed are good choice for

manipulating hardware, except for programming itself. Since

C language is a low-level programming language, it is really

painful to write and compile it, much less to implement a

very complicated control algorithms, which usually requires

background knowledge of numerical methods.

As one of a high-level programming language, Matlab is

relatively easier to use. Furthermore, Matlab has powerful

toolboxes for numerical analysis, especially in the aspects

of dynamics and control. In the past this capability is con-

strained in numerical simulations due to the lack of ability in

manipulating hardware registers and memories. Nevertheless,

for the recent years Matlab has developed the ability to

control I/O ports, manipulate registers and memories, as well

as generate high efficient C codes [14]. Therefore, we are

interested in the way to apply Matlab not only to numerical

analysis, but to hardware implementation.

Figure 1 shows the flow chart of how we investigate this

problem. We first design control law or navigation law based

on control and image processing theories, such as fuzzy logic

control and so on. Then, the control law is simulated in Mat-

lab, either by programming on our own or by introducing the

default toolbox. If the simulation results are good enough, the

developed programming functions are compiled to generate

executable files (*.exe) or C codes (*.c) for the purpose

of hardware implementation. Processing time is measured as

an index to quantify the performance of this research.

III. IMAGE PROCESSING
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Fig. 2. Flow chart of standard procedure on image processing

Before navigation laws, we would like to briefly review

image processing procedure. Figure 2 gives an example

on the standard procedure of image processing. When an

onboard camera shoots a video, images are captured from

frames of the video and input into the image processing

algorithms for further analysis. In general images are in the

RGB format. This format is difficult to analyze due to the

sensitive nature of RGB to the variation of light strength.

Consequently, color space transformation is generally

necessary, and two types of color space are selected and

compared in this paper. They are HSI and YCbCr. The

details of those transformations are available in [5]. Having

transformed to another color space, the image is binarized

with a selected threshold value.

g(i, j) =

{

1 Tmin ≤ g(i, j) ≤ Tmax
0 otherwise

where g(i, j) is the pixel value, and Tmin and Tmax are the

threshold. In this research, there are two ways to determine

the threshold values. When discussing terrain feature track-

ing, we assign a pre-selected value. When discussing moving

object tracking, however, we pick up the object to track at

beginning, and the system can analyze the color space feature

of the chosen object automatically. The color space feature

is then assigned as the threshold value. As a result, we are

capable of tracking a randomly chosen object in real time.

Then the standard procedures in filtering, erosion and

dilation are introduced to eliminating noises, and edge de-

tection is applied to identify the object (terrain features or

moving target) to track. Based on different navigation rules,

which are further discussed in the later section, we compute

the heading error and back feed the results to guide the

UAV. Figures 3(a) – 4(d) series give examples of the whole

procedures to obtain the coastline.

a) b) c)

X: 307 Y: 98

RGB: 0.634, 0.146, 0.358

X: 155 Y: 147

RGB: 0.333, 0.101, 0.467

d)

Fig. 3. a) The original figure; b) Transformed to the HSI color space;
c) Determine the threshold value; d) Binerization

a) b) c) d)

Fig. 4. a) Filtering is applied; b) Dilation is applied; c) Erosion is applied;
d) Edge detection to obtain the sea shore.

IV. NAVIGATION RULES

Two common applications of navigating the UAV using

vision-based technology are discussed in this research. The

first one is to track a moving target, while the other is to

track a specific terrain feature. There are slight differences

in navigation rules between these two missions. To track a

moving target, we have to locate the centroid point of the

object and determine the heading based on this information.

To track a terrain feature, however, there is no centroid point.

Instead, we have to determine the “trend” of the feature,
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such as the “main direction” of a curved road or a curved

coastline.

Moreover, the threshold value usually can be assigned in

advance for the mission of tracking terrain features since the

color of sea and the color of roads don’t change too much. To

track a moving object, however, we’d better have the ability

to identify the target in real time. A very common scenario

goes like this: a UAV is sent to a location to reconnoiter, but,

at the beginning of the mission, we might not know what

a target exactly looks like. When the UAV transmits video

back to the ground station, we must determine the object to

track online. Consequently, the computer has to determine

the threshold value in real time instead of being set up in

advance.

A. Tracking Terrain Features

The determination of reference heading in tracking terrain

features is important in navigating a UAV. Having performed

image process described in the preceding section, the edge

of the interested terrain is assumed identified. To obtain the

reference heading, we have to figure out the “trend” of the

edge.

Hough transform is a common way to indicate the

“trend” [5]. The Hough transform makes computer to trans-

form every pixel of the coastline into the (r, ρ) space, and

to determine the “trend” by looking for the local maxima in

a so-called accumulator space. This manipulation requires to

do the reverse of trigonometric function to every pixel, and

may take a lot of time.

Different from the traditional way, we determine the route

by treating the pixels of the terrain edge, say seashore, as

“discrete dots”, and apply the technique of first order curve

fitting, the least-square method, to get the “trend” of these

“discrete data”. There are two advantages of doing this.

First of all, the least-square method can be manipulated with

matrix operation, which just meets the expertise of Matlab.

Second, in this operation we don’t perform the reverse of

trigonometric function to every pixel, only to the final result

where the slope is the cotangent value of the reference

heading. It must save plenty of time and computer resources.

An example of indicating reference heading is provided in

Fig. 5 (a), where the coastline is the one shown in Fig. 4(d).

a) b)

y = mx + b

θ = tan−1m

(x0, y0) (xc, yc = y0)

∆ψ

Fig. 5. a) The approximate reference heading determined by the least
square method. b) The first order regressive curve and determination of
reference heading

The other consideration on navigating the UAV is that it

may fly “parallel to” the desired track, but not “right above”

it. To solve this problem, we compute the x-value of the first

order regressive curve and compare it with the x-value of the

center point, using the same y value. If they don’t match,

we add in an additional heading error so that the helicopter

will turn the heading and track the new command again. A

positive error is added if the helicopter is at the left hand

side of the regressive line which a negative error is applied

if at the right hand side. A cartoon depicting this algorithm

is provided in Fig. 5 (b)

B. Tracking Moving Objects

To track a moving target, the capability of automatic real-

time target determination is necessary. As mentioned earlier,

some missions require the UAV to reconnoiter above poten-

tial targets and the operator in ground station determines the

target to track online. Therefore, once the target is chosen,

the computer has to figure out its features immediately, and

keep tracking the target based on this result.

In this paper we develop a simple algorithm for automatic

real-time target determination with regular CCD camera.

Different from analyzing infrared images which are mostly

discussed in this field, our system needs to deal with regular

colorful images, consisting of three fundamental colors – red,

green, and blue. As mentioned in the preceding section, they

are easily influenced by the environment. Consequently an

alternative color space must be introduced as determining

target features.

1) Target Extraction: Suppose the UAV flies above certain

potential targets and transmits the image back to the ground

station. Suppose a target is selected to be locked up. The

target can then be extracted from the whole image by clicking

the mouse on the diagonal points around it. As an example

shown in Figs 6(a) and 6(b), the dark blue magnet is selected

from magnets by clicking the mouse on the diagonal points

around it.

Let Mm×n×3

CS denote the image matrix of size m × n

in certain color space CS = {RGB, HSI, Y CbCr}. In

this paper, we deal with image of size 320 × 240 as a

compromise of resolution and processing time. Let T
p×q×3

CS

be the extracted target image matrix of size p× q in certain

color space. Moreover, define

Bm×n×3

CS = M\T

as the background image by “carving” T matrix out of M

matrix. The pixel values where T locates in B are set 0’s.

a) b) c)

Fig. 6. a) A scene composed of colorful magnets; b) The dark blue magnet
is selected by the operator by clicking the mouse on the diagonal points
around it. c) The dark blue magnet is successfully identified by the computer
by automatic feature determination
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2) Feature Determination in HSI space: Having obtained

the target and background image matrices, we than apply

HSI transformation to T and B. Usually, the hue value is

more distinctive than saturation and intensity. Thus we only

consider the H value and discard the S and I values in

this research. The threshold value for binary manipulation

is determined from the H value who has the peak in the

histogram.

However, H value is not distinctive enough for some

colors. More information should be added in. We propose

that one of the fundamental colors can be the additional

information. Let VR ∈ N
256 denote the vector that contains

information of histogram of red color space, i.e., the nth

element of VR represents the amount of pixels whose red

color is R = n − 1. VG and VB are defined in the similar

way. Define V(T ) and V(B) to denote the histogram vectors

of target and background matrices, respectively.

The “orthogonality” of the target and background his-

togram vectors can be introduced to determine the how

distinctive they are. Define an index J as the inner product

of the histogram vectors of target and background matrices.

In detail, they are

JR = VR(T ) ·VR(B)

JG = VG(T ) · VG(B)

JB = VB(T ) ·VB(B)

Given the extreme condition that the target is complete red

and the background contains no red color, we conclude

JR = 0. As a result, by looking for min{JR, JG, JB} we

can find the most distinctive property between the target and

the background in the RGB color space. This property can

also be selected as a threshold value for binary manipulation.

Assume the original image M320×240×3

RGB is binarized in

the H space and in one of the fundamental R, G, B spaces,

denoted as M320×240

H and M320×240

f , respectively. To obtain

a clearer image of target, we take the the intersection of MH

and Mf .

Mfinal = MH

⋂

Mf

where the binary operation for every pixel is defined as
⋂

0 1

0 0 0

1 0 1

An example of the result using the above algorithm is

shown in Fig. 6(c). After the image is successfully binerized,

the continuing image process can be applied and the centroid

of the target can be found, also shown in Fig. 6(c).
3) Feature Determination in YCbCr space: To extract a

target using the YCbCr space is similar to the procedure

described in the previous section. We have to determine the

target by clicking the mouse on the diagonal points around

it. Then transform the target to the YCbCr color space.

However, we determine the threshold value from both Cb

and Cr.

The procedure is similar to what we have done to the

H space. Threshold values are defined for the Cb and

Cr spaces, respectively, from the histograms in order to

manipulate binarization.

Assume MCr and MCb are the results of binarization

using Cr and Cb spaces, respectively. Similarly, to obtain a

clearer image of target we take the the intersection of MCr

and MCb.

Because the transformation to Y CbCr is easier than to

HSI , and the procedures to detect the target is easier in

Y CbCr. The overall process time is shorter. However, the

tradeoff is the image quality. Since Y CbCr has simpler

procedures, the quality of processed image is not as good

as that using HSI transformation.

V. NAVIGATION USING MATLAB TOOLS

Different from other papers, in this research we establish

the whole system using Matlab. Roughly speaking, to ac-

complish this research we need the following hierarchy:

• Analysis

– Algorithm development

– Numerical simulations of image processing

• Implementation

– Receiving video from visual equipments

– Establishment of ground station

∗ Graphic user interface (GUI)

∗ Navigation using image processing method

∗ Guidance commands transmitting to the UAV

• Stand along package

As mentioned earlier, most researchers do the analysis in

Matlab but do the implementation using other languages.

This requires to re-program Matlab functions used in analysis

under the circumstance of other programming language.

In this paper, however, we make works on analysis and

implementation consistent. In addition to imaging processing

toolboxes for numerical simulation, Matlab also provides

functions that communicate with hardware.

A. Image Input Processing

The video usually comes in two format – analog or digital.

If the video comes in digital format, such as a webcam, the

Matlab can import and play the video using the command

vidr(). If the video comes in as analog signals, we use

image grabber to transform it into digital. We can set the

format of color space in the video directly from accessing the

property of vidr(). Another command getsnapshot()

can be introduced to grab images, stored as the format we set

for vidr(). Those images can further be loaded for image

processing work.

Once one image is loaded, the powerful toolboxes for

image processing in Matlab can be applied immediately.

There is no provided functions for HSI transformation so

that we program on our own, while the YCbCr transformation

can be accomplished with rgb2ycbcr(). imdilate(),

imerode(), imhist() are applied to perform the dila-

tion, erosion, histogram, respectively.

In addition to image processing toolbox,

polyfit(X,Y,N) are introduced to fit a curve up
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to the Nth order. In our situation, we set N = 1 and the

function returns the slope and intersection parameters for

the later use of navigation. The centroid of a tracking target

can be found by summing up pixel values along the X- and

Y-direction, respectively, and use the command find() to

find the pixel number where there is a peak value.

B. Ground Station

The establishment of ground station requires an interface

for users. Nowadays a graphic one is the most popular. The

Matlab support development of GUI, by using the command

guide. The GUI in Matlab is bolstered by background

m-files. Consequently, all programs programmed as m-flies

(even as Simulink files) can be included into as background

supporting functions.

Suppose we have developed a wonderful algorithm, and

obtained wonderful simulation results in the stage of analy-

sis. Then the developed functions can be import to the ground

station system immediately, no need to program in other

languages again.

The matlab also supports variety of communicating meth-

ods, including RS232, TCP/IP, UDP, and so on. The navi-

gation and guidance commands are then transmitted to the

plant via a proper method [8].

C. Stand Along Program

In addition to executing the above system under the

Matlab platform, we are able to deploy the development

result to other computers. By executing the function of

deploytool, all programs developed in matlab can be

packed in an stand along executable package, the *.exe

files. If the whole system is to perform in a computer where

there is no Matlab installed, the user simply needs to execute

the complied *.exe files, provided that a portable Matlab

program named MCR should be installed prior to everything.

VI. EXPERIMENTS

Experiments are designed to demonstrate the feasibility

of algorithms mentioned in the previous section, including

algorithms for terrain feature tracking, and real-time target

determination and tracking.

A. Experiments of Terrain Feature Tracking

Experiments of terrain feature tracking are simulated in X-

plane, which is a common software for aircraft simulation.

The virtue aircraft in X-plane can communicate, using UDP

protocal, with external computer via network. The simulated

system is integrated as shown in Fig. 7 (a), and an unmanned

helicopter in X-plane is selected in this research [8]. X-

Plane provides view observed from the bottom of the aircraft,

which simulates a camera installed at the bottom of the air-

craft. In order to transmit the view back to the ground station,

we set up a camera to simulate the observation. An onboard

computer (OBC) is connected to X-plane, simulating the

OBC in a real UAV.

As mentioned earlier, we use Matlab to establish the

whole ground station, shown in shown in Fig. 7 (b), which

a)

X-Plane

PC104

Video

Image Transmitter

Image Receiver

Ground Station

Data Transmitter
and Receiver

b)

Fig. 7. a) The integrated autonomous flight system. b) A demonstration
of the control panel in ground station built by Matlab

is capable of doing image processing and issuing flight

command to the OBC via data transmitter. Actually, the flight

control program installed in the OBC are also programmed

by Mablab and packed as a stand along package. The update

rate of navigating commands is up to 10 Hz, from the input

of image to the transmission of navigating commands.

Figure 8 demonstrates a series of images simulating the

view from the onboard CCD camera, and the these images

demonstrate that our algorithms for navigation and controls

for attitude stabilization work very well. The images in Fig. 8

arrange from top to down, left to right. We can see from

Figs. 8-1 to 8-3 that the rotary UAV encounters the coastline

in certain angle at beginning. Then our navigation algorithm

starts to work and corrects the heading angle automatically,

as shown in Figs. 8-4 to 8-6. Eventually, the rotary UAV

cruises on top of the coastline.

Fig. 8. A series of images showing the flight trajectory of the rotary UAV
(The series arrange from top to down, left to right.)

B. Experiments of Real-Time Target Tracking

Although X-plane provides an excellent platform to sim-

ulate dynamics of an aircraft, unfortunately we cannot sim-

ulate the experiments of real-time target tracking on it. The

reason is that X-plane only provides simulation of aerial

vehicles, but not ground moving objects.

We do this experiments in two ways. First of all, airborne

pictures from google map are downloaded to simulate the

view from aircraft, as shown in Fig. 9 (a). On the image we

randomly choose cars to track. In some cases our algorithm

does work, as shown in Fig. 9 (b). However, if there are

two or more cars in the same color, the computer will detect

them all, shown in Fig. 9 (c). The worst case happens when

the car has similar color to the road or other equipments

on road. The identification under this situation will contain

many noises that can’t be filtered out.
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a)

b) c)

Fig. 9. a) An image from google map to simulate the view from aircraft;
b) Automatic detection of bus; c) Automatic detection of yellow cars

The other experiment for this topic is provided as shown

in Fig. 6(a). A plenty of colorful magnets are put on the wall

and the ground station watches those magnets via a camera

which is connected to a servo. The user then randomly selects

one magnet at beginning. After the computer automatically

finishes determining its color feature and learning the knowl-

edge of the feature, the user moves the magnet at will and the

computer must issue the navigation and guidance command

automatically to track the object based on its knowledge of

the selected magnet.

Processing time between two algorithms, HSI and YCbCr,

are provided in the following table. Out of 35 random trials

the successful rate of detection using HSI is 100%, while

that using YCbCr is 71.43%. As a result, we conclude that

HSI has a better performance in successful rate while YCbCr

reacts faster. All experiments stated above demonstrate that

our algorithm of real-time target detection and tracking

works very well and successfully.

TABLE I

PROCESSING TIME (SEC) USING DIFFERENT ALGORITHM.

Color \ Ave. Proc. Time Ave. (HSI) Ave. (YCbCr)

Dark Blue 0.120 0.022
Red 0.113 0.020

Purple 0.125 0.017
Yellow 0.102 0.017
Pink 0.110 0.019

Green 0.115 0.018
Blue 0.106 0.018

VII. CONCLUSION

In this paper we discuss vision-based navigation under the

platform of Matlab. Famous for powerful capability of matrix

operation and various toolboxes in dynamics and control

problems, Matlab has been used for analysis and simulation

for a long term. However, Matlab is also capable of com-

municating with hardware, so that it can be introduced to

construct the whole system, from ground station to onboard

flight control system. In this paper, we discussed two types

of navigation problems using machine vision technology.

In order to introduce Matlab, we use the least-square error

method to approximate the direction of a specific terrain.

The update rate of navigating commands is up to 10 Hz,

from the input of image to the transmission of navigating

commands. Unlike a commonly discussed problem where

infrared camera is used, we also develop an algorithm which

enables us to track a moving target online with regular optical

CCD camera based on automatic real-time target detection.

Experiments are designed to examine our algorithm. The

successful rate is more than 70% and processing time is at

most ∼0.1 seconds for an image of size 320 × 240. This

concludes that vision-based navigation of UAVs under the

platform of Matlab is a feasible and easy way.
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